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ABSTRACT
We contribute to an improved understanding of how physical mul-
tisensory data representations are experienced and how specific
modalities affect the user experience (UX). We investigate how
people make sense of Birdbox, a crossmodal data representation
that employs combined haptic-audio, audio-visual, or visual-haptic
output for data about birds. Findings indicate that participants
preferred haptic output for the bodily experience it triggered. Par-
ticipants further created their own mappings between data and
modality; haptic was mapped to aggression, and audio to speed.
Especially with (soft) haptic output, Birdbox was experienced as
a living entity. This can also be seen in participants’ bodily inter-
actions, holding Birdbox as if it were a small bird. We contribute
to a better understanding of the UX of different modalities in mul-
tisensory data representations, highlight strengths of the haptic
modality, and of metaphorical understandings of modalities.
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1 INTRODUCTION
When asked to imagine data representations, most people will first
respond with examples of visual depictions, such as bar graphs
and pie charts. However, data representations can take any sensory
modality—for instance, through sound [2], haptics [6, 55], or smell
[7, 40]. Increasingly, research has focused on data representations
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that use other modalities than the visual, e.g. [16, 27, 28, 44]. Al-
though often used on their own (mono-modal), modalities can be
combined as well. Such multisensory data representations [20] aim
to provide data insight by encoding the data in more than one rep-
resentational modality and requiring a minimum of two sensory
channels to interpret the data [20]. Previous research has explored
the design space of multisensory data representations –highlighting
which aspects of the haptic, auditory, and visual modality can be
used [37, 38]– and indicated that they can communicate an in-
creased number of data characteristics compared to data visualisa-
tions [50].

The User Experience (UX) of data representations is an emerging
field of research. We here build on the work of Hogan et al. [16–
18], which investigated how representational modality influences
how people interpret and experience a physical multisensory data
representation. In contrast to other fields –such as Virtual Reality
(e.g. [9, 41]–, the UX of modalities in physical data representations
is still an open research field.

Our work explores how a physical, handheld multisensory data
representation –with haptic, audio, and visual output– affects how
people make sense of and experience the represented data. We in-
vestigate this through Birdbox, a cubical object that represents the
noise pollution, droppings, and aggression levels of six bird species
which are considered an urban pest. Birdbox is a cross-modal design
[21], that communicates the same data (e.g. noise levels of birds)
through different combinations of modalities (audio-haptic, haptic-
visual, or audio-visual). Twelve participants explored Birdbox and
the data in pairs, and were then interviewed. Our findings confirm
previous research [16, 17], in that people respond more emotive to
haptic and audio output. This is further illustrated through partici-
pants’ bodily interactions and responses to these representational
modalities, such as holding Birdbox like a small bird. Our analysis
further shows that participants preferred the haptic output and
that they often made up their own data mappings between output
modality and data. The contribution of our work lies in highlighting
the role of the haptic modality, showing that it enhanced engage-
ment and created the impression of a living artefact. We further add
insight on metaphorical understandings of modalities, supporting
the hypotheses of modality-data congruences.

2 BACKGROUND
2.1 Multisensory Data Representation
Multisensory data presentation is an umbrella term [20] that in-
cludes concepts such as sensualisations [39], sensifications [50], and
perceptualisations [8]. Previous research has indicated that multi-
sensory data representations can enhance learning through lower
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Figure 1: The interaction with Birdbox. Each side of the cube depicts a kind of bird that is considered an urban pest. By rotating
the cube, users switch between species; the side facing them contains the data currently selected. Birdbox uses combinations of
two modalities to represent data. Our study investigated audio-haptic, audio-visual, and visual-haptic output.

mental e�ort [ 49] and communicate a wider range of data char-
acteristics [50]. Whereas multimodal representations use two or
more representational modalities to communicatedi�erent data,
crossmodal representations[21] use the representational modalities
for thesamedata. Outside the �eld of data representations, research
has found that crossmodal displays are intuitive and increase en-
gagement with the task at hand [25, 36].

Despite the strengths and opportunities of multisensory repre-
sentations, little is known regarding their user experience [19, 36].
Prior work explored their usability (e.g. [13, 21, 22]), showing
that people can easily and e�ectively understand data represented
through the haptic and auditory modality. Moreover, these improve
users' performance over a visual-only interface [21]�although this
does depend on the environment (e.g. a noisy environment makes
it harder to understand auditory output) [22].

The work of Hogan et al. [16� 18] o�ers �rst insights regard-
ing the UX of mono-modal representations. This work explored
how people experience and interpret data represented through
audio, haptic, or visual feedback [16� 18]. It found that people re-
spond more emotionally to auditory and haptic output, which also
stimulated and engaged the human body in the process of data in-
terpretation. The researchers hypothesised that auditory and haptic
data representations may be more successful when combined in a
crossmodal data representation [16, 17]. To explore this hypothesis
and the UX of crossmodal multisensory data representations, our
study explores three crossmodal combinations: audio-haptic, haptic-
visual, and audio-visual, and examines how these are interpreted
and experienced.

An area related to multisensory data representations that has
gained traction is that ofdata physicalisation. Physicalisations can

be de�ned as physical artefacts�whose geometry or material proper-
ties encode data�[29]. While the majority of physicalisations rely
on encoding data through shape, such properties can include �
for instance� weight, texture, temperature, or scent. Studies have
demonstrated the value of physical interaction with physicalisa-
tions, indicating that they enhance engagement, lower cognitive
load, and foster deeper connections to the data (e.g. [19, 29, 35, 48]).
These �ndings show the potential for data representations that go
beyond the 2D visual space (thus including data representations
based on non-visual modalities). Data physicalisations are often
used when the aim is to foster not just rational analysis, but to
evoke empathy, or a�ective and visceral responses [53]. There is
also indication that haptic and auditory representations raise more
a�ective reactions than purely visual representations [16, 17]. This
motivates our investigation of the user experience of multisensory
data representation, and the design of the study to utilise a handheld
cube.

2.2 Bodily Interactions with Data
Representations

Previous studies on data physicalisation and other representations
which go beyond the visual show bodily reactions to these types
of data representations. For example, one study [27] explored how
people physically manipulate tokens to create a data representa-
tion of bank account data. During interviews, participants gestured,
selected elements, or pointed at their representations to commu-
nicate their story. Similarly, when Jansen et al. compared visual
and physical bar charts, it was found that people used their �ngers
to �mark� relevant parts of the chart, such as relocating previously
identi�ed areas [28]. People's ability to touch the physicalisation
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helped them to make sense of and memorise the data. In another
study exploring people's interactions with two crossmodal data-
driven artefacts (a cube and a dowsing rod for solar radiation) [19],
it was observed that people would contemplatively hold the data
cube �taking in its haptic output� and enthusiastically point the
dowsing rod into the direction its data came from. Lastly, Hogan
et al. found that when talking about their experiences with audi-
tory or haptic data representations, people often referred to their
own body whilst describing their experiences and interpretation
processes [16]. The haptic modality was�felt� by the participants
in their hands and chest, whereas audio output was explored by
holding the data artefact in various ways (e.g. far away, close to
your ear, etc.) to experience how the sounds changed.

As these studies indicate the importance of bodily interactions
in making sense of and experiencing physical data representations,
we focused on how people interact with Birdbox and their bodily
reactions during our analysis.

3 THE DESIGN OF BIRDBOX
Birdbox(see Figure 2) is a cube providing haptic, auditory, and
visual feedback in a crossmodal setup, meaning that the same data
is emitted via two modalities simultaneously (resulting in three
combinations). Choice of basic modalities was based on previous
research on the UX of mono-modal data representations [16, 18]
and Hoggan et al.'s �ndings that audio and haptic output work
well together, due to their temporal nature [22, 23]. The cube shape
was selected as previous cubical representations (e.g. [19, 32, 46])
have been shown to be intuitive to manipulate, since users quickly
understand the concept of selecting options by turning and rotating
the cube (like a dice).

Birdbox represents data on bird species which are considered
urban pests. This data set was chosen as most people can relate it to
own experiences and memories of birds �even if not the exact same
set of species� from their home country and at their current home.
We hoped this would make it relatable, yet o�ering surprising

information�thus keeping participants' interest. Even for German
participants (the experiment was conducted in Germany) this would
involve novel information, for instance people who do not live at the
seashore are rarely aware of sea gulls being noisy and aggressive.
The data set was retrieved from the AMES Group1. Three aspects
of the data set were selected as the most interesting and potentially
surprising: (1) the amount of droppings, (2) noise pollution, and (3)
aggression levels, and six species selected (feral pigeon, starling,
goose, magpie, seagull, and crow). The AMES Group article ranked
noise pollution and droppings on a scale from one to �ve. As Birdbox
only represents four data points (to minimise user fatigue), score
points �ve and four were merged. Furthermore, where the original
data set scored aggression with text labels (as�no� , �yes but only to
other birds�, �yes if you antagonise them�, �yes, very�), these were
mapped to numeric scores. Table 1 shows the �nal data set used in
the study. The data then was mapped to haptic, visual, and auditory
modalities.

Interaction with Birdbox leverages the a�ordances of cubes [32,
46]�people select a face by rotating the cube. As shown in Figure

1https://www.amesgroup.uk.com/blog/problem-birds-the-worst-bird-pests-
identi�ed-and-ranked/

Table 1: The data set represented with Birdbox. A numeric
score of 1 indicates the lowest level and 4 the highest.

Birds Droppings Noise Pollution Aggression

Pigeon 4 1 1
Starling 1 2 1
Goose 3 4 4
Magpie 2 3 2
Seagull 4 4 4
Crow 1 4 3

1 and 2, each face depicts one bird. By �ipping a face upwards,
the data of that species is played. For example, the pigeon-side
(Figure 2) triggers the highest level of output when investigating
droppings, and the lowest output levels for noise pollution and
aggression. Data is represented di�erently in each condition of our
study through a combination of two modalities: audio-visual, visual-
haptic, or haptic-audio. We chose a combination of two modalities
in a crossmodal setting, as previous research indicates that three
modalities highers the chance of cognitive overload [12].

A consumer device vibration motor (the Satisfyer 'Sexy Secret'
vibrator) was used for haptic output, of which we used four di�erent
intensity settings (minimum and maximum intensity, plus two
values in between), each giving a continuous vibration signal. The
vibrator was chosen for its strong and distinct intensity output.
The highest intensity vibration represents the highest data level,
and the lowest intensity represents the smallest data level. The
vibration motor was centred inside Birdbox, so that vibrations
would be equally distributed along all sides of the cube, and was
activated over Bluetooth. Visual output was generated using LEDs
(Adafruit Neopixel Fairy Lights), where the blinking frequency
communicates the data�slow blinking for low levels and fast for
high levels. The slowest frequency had the light on for 4 seconds,
then out for 4 seconds (in a loop). The next frequency did the same
but in 2 second intervals, the third in 0,7 second, and the fastest
would �icker in 0,3 second intervals. The initial pilot had revealed
that participants often did not take notice of the light intensity
levels (the surrounding light apparently distracting from it), and
indicated that blinking frequency was easier to notice.

Auditory output was provided via Bluetooth speakers. A simple
bleeping sound was utilised, where the repetition of the sound per
minute represents the data levels: high repetition (152 `beeps' in a
minute) for high levels and low frequency (44 `beeps' in a minute)
for low levels.

To keep Birdbox balanced whilst participants rotate it, the Blue-
tooth speakers were hidden under the table. This ensured quality
audio, while keeping Birdbox lightweight and easy to handle. Inte-
grating a quality speaker within the box (in addition to the other
components already inside: vibration device held inside an internal
box to keep it balanced, LED chain, accelerometer, LiPo battery, Ar-
duino) would have required a much larger box, making it less suited
for handheld interactions, and would have added extra weight.

Although Birdbox was equipped with an accelerometer (LIS3DH),
we partially resorted to Wizard of Oz for our study. The data
from the accelerometer triggered the visual output (lights), which
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